**Measuring Engineering**

***To deliver a report that considers the ways in which the software engineering process can be measured and assessed in terms of measurable data, an overview of the computational platforms available to perform this work, the algorithmic approaches available, and the ethics concerns surrounding this kind of analytics.***

In a competitive market, businesses and enterprises are constantly trying to bring the best product or service to the consumer at the best price, they are doing this as these businesses are competing in the market place to win over the consumer to their product, it is therefore also in the best interest of the consumer to seek the best price for the product that they seek or price to quality ratio for that product if quality is a factor that they are considering. Thus, stakeholders in enterprise are constantly seeking ways to automate and optimize elements of their production line to reduce the cost of production of their goods and services to allow themselves to compete effectively. It is this constant optimisation by the capitalist that incentivises skills and ultimately brings commodities to consumers for their best possible price.

For this reason, stakeholders in technology companies that produce software goods and services to consumers and other industries need to utilise some methods of attempting to optimise their production line. For a strictly software company, their production line is largely made up of the labour of those writing the code and programs for them. Apart from ensuring their staff are granted access to modern computing devices that inevitably reduce start up times, processing times, are overall more reliable and effective and providing the means to which the staff can all collaborate, the company also needs to ensure and enforce to some degree, the efficiency of their individual staff. In the same way that the stakeholders of a stone masonry company would be interested in how many bricks a mason can clean and lay per hour/day for a given task or what progress that an apprentice or novice is making to achieving the desired productivity, a software company is also interested in the quantity of work that their staff can produce per day. In this report, I will be detailing the ways in which the software engineering process can be measured and assessed in terms of measurable data, I will be giving an overview of the computational platforms available for this work, detailing some of the algorithms approaches available for these measurements and finally giving my own view on the ethical concerns and responsibilities a software company should have when conducting these measurements.

While the assessment of productivity of the given example of a stone mason may be quite simple (most likely too simple) and have little variance on a weekly basis, given that they know how to correctly clean and lay the stone, how does one measure the productivity of a software developer? Does one simply assess that they can successfully write software and simply count the lines of code they write and hope that that remains constant? Does this then leave possibility for disparity in different individuals software writing process not to be represented correctly in our simple analysis? I will now begin to detail the structure of the work performed in a software developing company and how that leads to available data that can be and is analysed by these industries of their staff to determine their staff’s productivity.

The development of software within a company begins with selecting the software process required for the service. In recent times, the “Agile” software process has seen increasing adoption to now be the more widely used process compared to the traditional “waterfall” process. ( source: <https://techbeacon.com/survey-agile-new-norm> ) The “Agile” process places emphasis on the continuous development of the software to meet changing needs and to cater for inevitable unforeseen irregularities in the software design process that the traditional “waterfall” method enforces. The Agile development process allows for developers to plan and develop incrementally during the creation of the software. For measurability, this allows versions of software to be released frequently, each adding new elements of functionality, bug fixes and stability. The benefits of the Agile method over the traditional method are reducing the cost of being able to cater for changing customer needs, making it easier to get feedback with new versions able to be tested as well as generally overall a more rapid deployment of the service. One of the reasons for the Agile method to be so well adopted recently is the availability of data gathering and data analysis tools that can now almost replace project managers whose job largely consists of attempting to estimate and plan the time frame for the development process. With frequently changing consumer needs and with only a single stable product being released in a waterfall model developed product/service, the use of Agile can be used instead to measure the overall software process time by means of measuring the time taken for individual stories and sprints to be completed.

This combined with an estimate of the number of sprints and stories required for the next version of the software allows for more accurate analytics on the time taken for each version, how much functionality is added for each version and for measuring the progress of the quality of the product given by customer feedback. The traditional waterfall method releases one singular product at the very end of the production to the consumer without really getting intermediate feedback on the product, this lack of measurement of consumer’s desires and progress towards a desirable product for the consumer is definitely a contributing factor for why the waterfall method had over 3 times the failure rate found in the 2015 CHAOS report (waterfall : 29% vs agile: 9% ). (source: <https://www.infoq.com/articles/standish-chaos-2015> ).

One reason that could have seen a large shift toward the agile development process rather than the well documented waterfall process is the availability of powerful version control software. Version control software is essential to the modern software implementation process, it allows for development teams to all have access to a code base providing functionality of reverting to older versions of the code base, merging the contributions of multiple team members and many other functions. This technology being used in many tech projects has facilitated the unnecessity of large amounts of documentation that the waterfall method implemented. It also permits easily bouncing between different stages of the process without necessarily having the whole next stage of the process put on hold for all contributors, with an agile method in conjunction with version control certain teams and functionalities can backtrack to other stages of the process while not halting the whole development of the project. With commit comments and build versions as well as analytics that can be abstracted from the use of the software in calculating sprint and story times and making well calculated estimates, the old method of making estimates at design time results in better informed software estimations and measurements. This is an example of how an enterprise can use software measurement to optimize the production line by replacing large amounts of documentation with technology.

The most commonly used version control software that I mentioned in my last paragraph is git. Git facilitates a directory of files that any amount of contributors can alter and contribute to, in a company this will be the staff. The software will collect details on how many lines a contributor committed to the code base, how many commits each user made, the comments made about each commit, when the commit was made as well as lots of other pieces of data about the contributors and their individual commits and thus, contribution to the project. Employers and stakeholders also would like to use measurement methods on the individuals contributing to the project as well as measurement of the project.

One of the first instances of measuring a contributor’s data was the Personal Software Process proposed by Watts Humphrey in his book A discipline for Software Engineering. This process aimed to adapt organisational software process analytics for individual developers. The process aims to improve their estimating and planning skills, manage the quality of their work and reduce the number of defects. The personal software process uses spreadsheets, manual data calculation and manual analysis to improve one’s skills, it is therefore aptly named a process as it is focused on catering for individuals needs rather than collective needs by having individuals manually collect their own data on their own working habits and derive their own meaning from the data that the process creates. Humphrey’s commented “It would be nice to have a tool to automatically gather the PSP data. Because judgement is involved in most personal process data, no such tool exists or is likely in the near future.” As the PSP yields data that aims to aid individuals in their planning and development efforts, this process yields analytics that are “fragile”, that is any single analytic may hold different meaning for different developers as the process doesn’t aim to conform a developer to a single development method rather it aims to help developers learn about their own development habits.

As this toolkit obviously has drawbacks being used in an industry due to the small amount of significance of the data being used as a comparator between developers as well as the process not having much intrinsic automation element to it, its hard to see how this process could be used. The Collaborative Software Development Laboratory at the University of Hawaii aimed to develop this process further by adding certain automated elements to the process, such as automating subsequent data collections acting as a comparator for the progress or change a developer has made to their personal development progress. They called this toolkit the “leap toolkit”, the toolkit did create certain drawbacks such as if a developer wanted to monitor a certain element of his work ethic instead of manually gathering the data and entering it into spreadsheets proposed in the personal software process, he would now need to create an automated method for this collection. Again this toolkit gave only significant data to an individual not to a collective body.

The Collaborative Software Development Laboratory decided to develop a program that attempted to collect as much information from a developer about their working habits without having any goal for these statistics called Hackystat. It did these collections automatically without developers noticing and sent them to a server. This allowed for individual statistics to be calculated, including derived statistics.

The research found three significant social and political problems with the project. Firstly some of the developer’s viewed the unobtrusive data collection as a bug, as they weren’t informed of the instrumentation being installed on the device and the nature of the data collection. This shows that developers would rather be informed about being monitored rather than to be monitored without needing any permission. The next issue was regarding the transparency of the data and how it could expose individuals working habits. The final issue found that developers didn’t want this transparent information available to their management despite being promised the information would be used appropriately.

As the data collected by Hackystat didn’t have a high end goal other than gather as much possible data about contributors, developer’s weren’t keen on this being used as a measurement of engineering, it also doesn’t consider external real world factors such as interruptions to a developers work flow by someone entering their office. The data that Hackystat collected also had questionable relevance in relation to the project such as the program collecting information on how much time a developer spends inside his/her IDE, how many commits they make, how many builds they make etc. This information only serves to force developers to conform to a work pattern that could also in turn be counterproductive as the developer may be more concerned, if this information was to be used by management with how he was working rather than the quality of the work. For example, a developer might see that his co-worker is making twice as much commits as him that day, and making twice as many builds. A developer may then try attempt to make twice as many commits and builds to compete and seem in line with other developers habbits. This could easily be abused and cause controversy within the project about what is an appropriate number of commits, builds etc.

As well as this Hackystat also maintained the amount of time a developer spent in their IDE. This statistic is simply a time measurement and doesn’t maintain the amount of code a developer has written in their IDE (although this would be maintained by the commits). This type of information may also lead developers to attempt to conform to a working style that is not entirely suitable to them. This doesn’t account for any use of other tools that a developer may use and may cause them to attempt to bluff their time in the IDE as a means to compete with their colleague’s. This type of software measuring hasn’t seen to be adopted by modern industries but some of the technology and ideas has been used in better measurement tools.

A better use of the information Hackystat gathered would be to compare the information gathered about a developer and attempt to derive meaning about it in relation to the overall goal of the project, an example of this would be instead of gathering information simply on how many commits a developer made and to the amount of lines in the commit, a more meaningful insight would be the code coverage of each commit and per commit attempting to improve on that. Many services that provide this information exist to this day including DevCreek, Sonar and Ohloh. These services have seen adoption in industry due to their uncontroversial nature. The drawback of using solely an automated service for measuring engineering such as the one’s proposed here is that they don’t allow a single developer to deduce what would increase his productivity, it simply maintains his contribution to the goal of the project itself. The benefit of using the PSP or Leap toolkit mentioned earlier is that they have the freedom to monitor their own habits and expose their own weaknesses.

They can then choose to deduce information from the statistics that this process and toolkit gives to them. This also allows a developer to ignore “outlying” data, even further increasing the flexibility and meaning of the information. Outlying data may include for example a day when the developer wasn’t using his normal device for developing due to unforeseen conditions, this then has the possibility of giving false information collected by Leaps automatic collection. The developer has the freedom to choose what is relevant and meaningful and what is not, the obvious drawback of solely using this approach however is how critical a developer will be of his own working habits and how willing they will be to change them. To conclude measuring software in industry requires consideration of measuring the project itself and measuring the contributors, no single tool is likely to completely measure a developer’s productivity accurately but can provide a loose indicator of individual’s performance using a combination of many different metrics gathered by automatic gathering tools such as lines of code, code coverage, code complexity, use of comments and errors.

Another example of using technology in industry for measuring software is the use of networks for exposing employees to the productivity that their colleagues are performing. This use of production line optimisation as a means to improve overall productivity is not easily measurable within a company yet studies have shown that this is true. The observable effects are mainly due to conformist behaviour of observing other colleagues in the workplace, as well as knowledge spill-overs from more experienced/better trained employee’s. One example of this was demonstrated by Falk and Ichino in 2006 with a simple envelope stuffing task. They compared workers working in an isolated environment to working in the presence of another employee who was also performing the same task although they were each working individually. They discovered a 10% increase in co-worker productivity increased overall worker productivity by 1.4%. They also found that the standard deviation of productivity between those in an isolated environment versus those who were paired was larger concluding that the presence of co-workers increases the probability of a higher productivity.

A network of employees could be defined in many ways but usually would include more than 2 employees usually in some sort of team within the industry that have some means of available communications with each other, either using a social media such as a team Slack or using group calls if they aren’t all present in the workplace. Alternatively, if they work in a shared space this communication could be done face-to-face. It may seem obvious to us that allowing employees to communicate to each other in teams or exposing an employee to the productivity of another employee would affect their individual productivity but to what extent and is it measurable. Matthew J. Lindquist, Jan Sauermann and Yves Zenou carried out an experiment using data from a call centre that hired part time and full time workers from all age groups. The call centre had different teams working at different hours based on worker’s availability these teams would change regularly based on this availability. The assigning of these teams was almost completely random with a small exception for tenured workers. The study concluded that the groups productivity most definitely did have an effect on workers productivity, this could be demonstrated by the same worker working in different teams and observing different productivity output based on this. Those most affected were the least tenured, i.e. the newest to the company. Their study found a 10% increase in average co-worker productivity produced an increase of 1.7% in worker productivity, an increase of 0.3% on Falk and Ichino’s study.

These studies show that workers productivity can be greatly influenced by the environment that they are working in. It would be in the best interest of a business to not isolate an employee from the rest of his co-workers physically and socially, as well as to isolate them from the productivity of the co-workers. This isolation doesn’t expose those workers to the expected productivity of the company that would be exemplified by the tenured staff. It is in their best interest to create physical and social networks between staff for the expectations of productivity to disseminate. Lindquist, Sauermann and Yves also noted this was more important for the least tenured workers than higher tenured workers but also noted that both saw the network effect.

This example of network effects on worker productivity is also a reason for companies to utilise the project and developer analysis tools noted earlier in this report. If an employee is not directly exposed physically to his team by sharing an office space, the access to their productivity and work will and should have an effect on that worker. The use of the tool seems to have this double whammy effect that allows the business to identity the workers they intend to keep or promote from the rest of the workers as well as increasing the work output of other workers by “the network effect” that Lindquist, Sauermann and Yves displayed.

Subjecting your staff to these levels of monitoring has some moral implications associated with it. For one, I would hope that in the future, if I myself am working in the tech industry that the information gathered about my working habits and productivity is used in a constructive manner and is viewed in relation to the overall goal of the project. As well as this I would hope that information regarding the person’s identity wouldn’t be used in characterising the perfect worker as this has obvious social implications in relation to racism, sexism, classism etc. What I mean is I wouldn’t like to work for an employer who has decided analytically that X type of person doesn’t perform as well as Y person. It is imperative that someone is themselves tested and given the chance to perform for the employer without the employer inferring some pre-judgement based on coincidental information or even true information regarding certain individual’s working ability, it is only fair to let everyone be able to prove themselves as the exception in case of this trend and to disprove the significance of the trend.

Secondly, using scrupulous data gathering such as the data gathering Hackystat performs can lead to an unnecessary worker competition and worker conformity towards certain metrics that don’t necessarily equate to productivity. For example, Hackystat counted commits, builds and time spent in the IDE. This type of monitoring and pitting employees against each other on these metrics will only cause employees to be more concerned with seeming to be productive rather than being productive, as all these metrics are metrics that don’t have the higher-level functionality to see what is actually being done in relation to the industries project.

To conclude I believe that the goal of measuring employee’s performance is of great performance to any industry for recognising and rewarding those who are performing the best as well as encouraging those who are improving their skills, so I believe this measurement is of necessity, the degree of the necessity is where I would be concerned, for example if my programming method contained bursts of code writing followed by small periods of thinking through the next few lines/planning my next few lines while still achieving a productivity in line with those of my tenure in the company, I wouldn’t want management interrogating the periods where apparently nothing was happening. This has led me to believe there has to be careful consideration for what can be measured and what can’t, the small periods of apparent lack of work happening must be considered to not be an unproductive state if the person is still achieving their productivity.

Overall, I have a positive outlook of this measurement and that it won’t be used to spite people or cause controversy. It simply facilitates management being able to see for themselves someone’s progress and being able to recognise an employee’s barrier to progress if one exists at as early a stage as possible and I hope and do believe it’s in the best interest of the employer to help them with that rather than to use it for fair dismissal. I believe people are willing to provide help to others and to collaborate with each other as well as giving those less experienced time to improve, because after all in a competitive market place no one has to work for anyone and as an employer, it should be recognised to be realistic towards the characteristics of their human employee’s, essentially if you’ve a bad employer you can find a better one and I don’t think it’s in the interest of an employer to regularly turn over staff in a skilled workplace.
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